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Observing Systems Simulation Experiments:
Their Role in Meteorology

1. INTRODUCTION

This report deals with a particular class of simulation experiments -- those
designed to evaluate the use of data from a given observing system in numerical
weather analysis and forecasting. Simulation of data is an attractive option when
evaluating a proposed observing system for which no real data are yet available, or
when the experiment requires reference to atmospheric observations that can be
considered perfect.

It is inherent in atmospheric observin6 systems that their design involves sacrifice
and compromise; we cannot observe the behavior of every molecule. Cost is usually
the primary limiting factor. While it may be desirable to have another shipboard
radiosonde station or another satellite, budgets require that some other observational
element be eliminated to make such additions. Simulation experiments provide an
educated basis on which to evaluate the trade-offs.

The planning of the Global Atmospheric Research Program (GARP) provided the
initial impetus for use of observing systems simulation experiments (OSSEs). The
U.S. Committee for GARP (1969) proposed a national effort in OSSE-based research
as an aid in designing a global observing system. Ambitious requirements had been
set regarding the accuracy with which the value of each atmospheric parameter
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should be either measured or inferred. Many OSSEs were conducted to help the

planners decide on the best. strategy to meet those iequirements, given the limited
resources of the program. studies evaluated trade-offs between system components,
such as polar-orbiting versus geo tationary satellites (Jastrow and Halem, 1970) and

wind versus temperature observations (Williamson and Kasahara, 1971). Estimates

were made of the relationship bctween the error limits specified by GARP and the
range and accuracy of the forecasts that could be derived from GARP-quality data

(Jastrow and Halem, 1970). In particular, planners wanted to know the required

accuracy, density, and frequency of observations (tasaiiara, 1972).

The global observing system was implemented in the First GARP Global

Experiment (FGGE). The size and diversity of the FGGE data set was

unprecedented and, thus, the use of the data in numerical weather prediction

presented new problems. For example, satellite-based sounders were new, and the
data they produced had different error characteristics than the familiar radiosonde

products. Advances were needed in the technologies of objective analysis and

assimilation. Simulations allowed researchers to begin testing methods kfor example,

s-ynoptic versus four-dimensional assimilation; Jastrow and Halem, 1973) before the
FGGE data were available. This type of study has remained relevant into the 1980's

as new remote sensing systems have been proposed (for exampie, Kuo, et al., 1987).

Another FGGE-inspired purpose for OSSEs was to check the consistency of

observational system requirements. There was concern that the FGGE requirements
fc- wind data were too lenient relative to the temperature requirements, and that the

inconsistency would lead to a misappropriation of resources (Jastrow and Halem,
970). Ainoid and Dey (1986) recommended that this kind of consistency check be

included in the design of satellite instruments. For example, a satellite instrument

designer may have to compromise between ground resolution and noise amplitudes.

If the satellite data are to be used in a numerical model, the compromise should be

made in light of the model's response to these variables.

2. OSSE DESIGNS

There is considerable variety among the OSSE designs that have been employed,

but the basic steps are as follows: First, a "reference atmosphere" is defined by
integrating a numerical model, and a history of this atmosphere (its temnperatures,

winds, etc.) is archived. Second, simulated observations of the reference atmosphere

are made by taking history data at selected locations and times and adding "error"
perturbations. The observing system characteristics are accounted for in thiq process.
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Third, the observed data are assimilated into another numerical model analysis and

(possibly) forecast cycle. Fourth, the results of the second modeling exercise are

compared with those of the reference, int(-ration. The differences are assumed to he
similar to the errors that would occur if the real observing system were used in

r-odeling the real atmosphere.

The cornrmonents of an OSSE are diagramed in Figure 1, which illustrates both the
processes and the products that are involved in an experiment. The "truth" or
"nature" model run produces the reference atmospheric data. If a general circulation

model (GCM) is used in the experiment, the duration of the run is on the order of

several weeks and the initial condition (A, in Figure 1) may be the product of a
multi-week spinup from a static, uniform atmosphere. If a forecast model is used, the
run duration is on the order of hours or days. The resulting history data perfectly
represent one four-dimensional atmospheric state that could occur if the atmosphere
were actually governed by the model equations (U.S. Committee for GARP, 1?69).

Thus, the data are dynamically conqistent with each other, and they can be available

at whatever spatial and temporal resolution may be needed for simulating
observations or verifying forecasts. These requirements could not be met by using

analyses of real data to specify the reference atmosphere.

The perturbations to the history data virtually always include a random

component, and sometimes they include a systematic component. Random
perturbations sLould account for noise that arises in the collection and processing of

data and for errors that result when sub-grid scale weather features make
observations unreprestntative of grid-volume averages. Systematic errors ,nay stem
from instrument niiscalbration or a biased response of the observing system to
particular atmospheric conditions. One example is a cool bias in atmospheric

temperature data when retrievals from infrared satellite sounders are contaminated

by cloud effects. This type of error may be systematic with respect to both horizontal
and vertical orientations. Other vertically systematic errors occur when the vertical
resolution of a sounding system is deficient and smoothing results.

Objective analysis and initialization are the means by which simulated
observations are assimilated into an experimental analysis/forecast cycl-. The
,imulated observations generally are incomplete - not every parameter is specified

at every model grid point. Therefore, the simulated assimilation process depends in
part on a set of initial data (B, in Figure 1). For realism, condition B should be
substantially different from condition A. It might be some arbitrary atmospheric

state, or it might be based on data from a source other than the observing system of

interest.

In early OSSEs it was customary to use the same numerical model to create the

reference atmosphere and to conduct the simulated analysis/forecast cycle. These
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Figure I A schernal ic of an OSSE. Boxes represent data, ovals represent processes,
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became known as, 'ilett tal-i winl' (xpc-rieltts. \\t alltorti 111(1i (1711

suiggested that ( ittt5o tass/1reaterrors w olld bemiture r-c llistI( v 'if hIghly

sophisticated mtodel were used to cretec the reference at nuospuftere anid ;I -t11ilr omt

mtade t hte anaIvsi Is/ forvcax;t ,g Iveot tat the realI at rIitos phIcre IS 1 iuior'(1C, IotpIjc;tI If I Iat1

311Y Ttiiitte'ricaI MtodIel. MiodelIing erroris qterri frOnTIII itiac'I Irat trc t t It f-t of I) hI,",Ica.;

processes and from cormputtat ion al error antd thtus. I t( e si ,muest ed I hatI It( e orecast

Model have degraded resolttion and( ph ysical pararrietert/at toits. fIs I ottitl

referred to aat 'ralerrta! twvin' approach.

Defi nition"1 of the t ermn OS S generally emlphiasize eval it at jot of weathIter forecasts4.

lbut mlanly 055k sitidies have focused on weatfter analyses, without rttak jug, forcast, .

The two possible foci are represertte(I by the dash'd lines Ill lpiire 1. Tle (list Ittet MHl

is, not always clear because 0S.-41 arta!)ses are (forte ott a mod el g ridl as, th ftbas is for

numerical forecasts. anid somte ( fotir-diniensiottal) assitlitlat . il titftliodlitvole (itloilt

Integration. ,Analysis,-onrTecd experitmenits are retatxveNIx treclt s itte aytvis errors1'
depend onlY onl Ithe (lata aInd the assimnilat iont systetit, which ()~ atre intenlded to
evaluate. Forecasts Ind~icate thle itintiate effect of amilvi rors, but forecast error()

s-t atistics also dlepend~ on the sophistication o)f t lie forcast mod)(el rehat ive. to lie4

referenc(e a tmltosphere.

3. APPLICATIONS

(harnex Ue al. (1969) piott(ered I the uise ofInductiott' experilitents it) relation to

(;ARP. 'Fite, object of, indict ionl VS~s; to test thle a1ccuracy with Ni whch one

mteteorological variable cart be indice(i Itt a ttto(I(l bY cont itiioiislv itisertimig ufat;t

front "observat iotts of another variable. Ini particular. hiariteY r al. ('xhloreul the
posbifit v of usitig a long tittie sequeInce of Satelilte-derilved teIIIra ;tire' soudins1 t

intduce windfs, making windf observat tons utinecessar-Y. .,\(;(,\I was uisedf itt1 ant

idfertical-twtn design. Their s'Iimutated olv- i- vt : 4 cOt I, -d Of' ;It uTo h crtIC

teruperat tre (data covering a fiG-daY history (if thle rek-re rtc( atnitosptere. Tle (fat ;t

were iisedj in fou r-dimrtension al assiili at ion expeIrt rttetts, with dt(at a ittert iout in t etv:Is

rang intg front I to 21 htoutrs. I n t hese expet i nieits t he Wvindo~ o wc'rv I a r-

ni tial ly, but their average values.- decreased asYttiptotical I I over thIe 60-d av period Itt

* ~response t~o t,he repeated correctiort of the mass field.A \it int rt ion it ervai 1of 1 2

honrs prod ucedI the sral le-st, asymtptot ic wind error.

This work was extended by several stud ies., last row an mi1 ltlent (1 970) Icontsideredl

he effects of varyin g coverage of sat elilite (data . Their simuti td dat a corresponided

to realistic satellite orbit's arid scan patternis. A pair of polar orbiters (,oit)Id providle
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suIfficienlt daita; for . .1( iro Inu tilorl, bin UE sto t io r ila?11-. 11 ;1;1loll( wcp.]IIE tiu I i.! I It

('0Th lut li~toll c, ,C t h() was bet (' t ha ii it her ai()i .w \V im~oI) 31 Va a i

197) 1 it vc iige life (,oivE'r.,e tprocc,-' of Iit (I tic I I I tertlv;eI II ire's h b I rserI ion II

wN l (1 At a1. T 'Iey W II (per 11iited wi t 1Ii vryin in 11SertI onI fre(1 ienI (, I i Ii I IE'nl I he

vnptot ic error levels to nioisenigntoesi the observat Iori. F'rror level,~ were

faunrd to bhe a fillici loll of latitude. iiiplvirig that observatilonl stI Vr leg Ies shouldI I Io! !w

he samell Al larounld the globe lKasahara arid Williamson ( 1972) ;ttemitd t(o

uleteri'i'iii w haIt (ii0111i)i1iTi i'irl itit 101Of Ol se\'a:t ions; WoiI1 d sat iSf ( 1A\J I

1'm(II rcei t s c vervxvhere aI id fotili nd I htiepr(4err', 1 I t r" ItI('U' warS to ohu~rx' I w-,It Id,
inli il tropics and( temiperatiures iii higher latit iidft's.

A dist it ion of Ka1sahara1 and \N llIOin 'S 972 ) work was that ii I hey coridfbr cI

he effects of SY vstcemnat ic observ at ion errors, findinrg then t ro be m ore det r inien 01 a la

purelY randomi E rrors withI the same root-mean-square value. I loweve-r, the( err-or

dlist ribirtion thev us"ed (global. svmr-,etric about the poles) was 1101 realistic for

saeliti'lis~lsomndings.

last row and Ilalero (197)) applied their ()SS requrlts to the questiorn Of iliterrial

rCeiIreiN er(1It f'or -tItn1iperatI ir (l, ata wee tiet I iil (Is 11( bo l e induced Fromn

temiperatuires w.ith ani accrrracx' exceeding tf , ; J wId(atrelieriit.Ti

conclusion was reinforced by Williamison anid aaiaas(1971) StudyI.

A\ll of t lie early (, ARP-rvelatcd (STswere (lent ical-t win experimlents,. Re'silt5 of

later 51 qtldiE" sili?,gesnd that t lie early results had been interpreted too libllli-.

\'llharruon ( 19731 perlforiried fr'aterfnal-t win experilimets inl which t lie resoluit ion of

tlic (;( AI t h it crea iithe rfit( frerice atmnospliere was- liner thIan rrthe 010' iiSEcd for

irlurlit ion Asy Tii1)tot icerror v~iliiEs for irrdurced winds arid teroperat irEs we re muich

larcgr wi Iiit h II i ipp roac lrai w IT %Ith 1 delntic;l - t win e x pert IrrerlIS. R cl Its also

dlpru'-d ol I tc paIrt icuil I r iMiCIe 1iseV inl t lie' St idY. laist row andl Ilfalei ( 19 73)

,IiowEvl t hat ('(ilt ra~iEctolrYrelt of thiree indepenident 0(),SF., appeared to stcii fromr

El hrerices lii miodel ra'solurtioii. ( orririsois msiichl as thiese w crE helpful Inl des:q-igingI-

litcr' an In1K ~iInirti'r'pictirig ilheir r(estults.

Inl t he l90()'s Imvl' c ha e (alt wit Ii al varietY of' topics-. T'le're hasI bwEln

cl;(I-Ee;IlIiitc'r'E's Mn aI prFoposed t itillte-lasedl lidar for wirii miiasmr'ent aroidi

th gi Vlobe(. whi1 ch rr11l1t be e'xpeit ei t o great Ilv enhanI Tce pr'eCdiit ion1 skIll Ii regions w I i
few;'r ir'~riE'. )oulilv amid Mialen) (1981) helped to1 eiatcepsil limit at ions ill

lida;Ir da t aI coveragec tol I It(, lrsefrnlnWS.- of I IlE' 2 (11 Ti rrrirIa forecalst rig.

)S s havE iii r ursed to st ridv exist rig observingrltpii as well as propoe'(

O(-i'. I )ai leY; It(h Nlever (1I 910i ) developed ani 08SF procedrire t o est iatec t hec error Ill

uII r cuirr-'ri t gldobal ;uiu.1 lvscs, as, aI fullict Ion of h16ight and ]Atit tide. Byv relyvlig onI a



si uaIon ilpproa('l the ha perec I(- efiretic ITta:uis hi

aiY\sis resuilts. TheY listed three :11terin:itv xe!),)' ;d!itrrua liii :ii '-io

dlata, that could have beenl used for their st iidl. 1fmlcw(r, they, coluclild'ied~ III,

0',S-F mlethodlw pr-f era Ible b~cauise the asuiulpt ions a l i ()IIee ni ' Ii !I]

alternatives dlepend~edt were less relia hle thair I ho's' Inlved InI mn

The appilicat ions mentioned above were all glohbal-scale :t iidies , and iii-t of1( !

employed (;('.%s. Ini rec'ent Yue.irs there hais been lieigliteieul ineresti lit uiiso-calo

Observing systens. midl several muesoscialc 11SSs hv( beenl done(. ths

7generally been identical-t win experillirnts, with a model that h 'sI regionl doinI; inT.

'lie object ive of' Kimo and Ant lies4 (104~ ) 41 iidv was, s~I ni r t o thIat o[ l);ilk, mrd

\ ever (1986) inl that t hey evamited ant obseriut-, 111t;i 1 tha holale~j bern-T

Imoplemten tedl Ill part icuilar. t hex Iv nvest1iga ted tie( ac nraI cv with w hi>h !!eaI ;1n(
moist t lire hitdget; u'oiildl be connpuited Fronim LSLAI data. TIv 1114iai
mignitutde, of (rrors froriu s pecific sourIcs IUitt drew ilhcrences regafrding t ie)( de)t o

iutulre special-purpose observitigs"vsteins.

Kilo. ct at. ( 1985) evaluated the accuracy of' trajectory mod]els used li stuingTI

polluitaiit dispersion. Their results ind~icatedl that. "the current sYnopt ic net work arid

observational frequency over North .\mericai are inadequate for aiccurate conlipuit:at ion
of long-range transport of episodic events''. They coluhded 1h1.1 it wvould In, wore
cost effective to increase the observational frequencY than to enhuanice The sa i

rcsol it ion of the existing net work . Analysis met hods were evalu iit ed to (let(c inine tIhe

effect _. uisingz optional sillnplifvuug a sIntptions.

Niesoscale OSshave included indhuction experilurents. Kimo and :\nthes- ( i 1
were look inrg toward a proposed ne(twork of' groii 1(- based remote w 11(1 prof i lcrs, whIil i

t eiy test ed a mnethfod forI in ferrin g thfe mtesosca ie teniperat iire d ist ri bit ilonl f'rom II
irearly-couttiutioti wind observations. Possible net work configurations11 \Nerc4

,v;uluiated, anid options were Tested regar-ding, the conuinIat ion of' Iprofl(r d~itai wit Ih

otIier typeCs Of data (II0u, 0 a/.. 1987). The latter study conchidedl that hoth\I fi I
,Illd teiiperatutre unforiuat ion are nceded to produie goodt forecasts at thte iiesoscale-.

;\i 0SF providted thre first te-sting grouind for tlie ( ;al-( lien., 0- 41. 19ThO

asilaioll iethuod for' mesoscale sate(Alitec-lIset sounidingv data'. T'\'u founld 11:1
forecasts, could beniefit fromu increasing lie frequenicy of g c('(ustat -iotiav soii

ob1)se(r vat ion11s SuIICh1 t ha:1t da It a w oul be I( 1 t ake h IIo! rl1Y. '1'lre also asisihthe

Imiport arice of' gaIps thfat a rise inl ret rievalIs From linfrared sounder damta wn lCloun01(l

are prese-i

Ocea nograiphers ha ve used (51 wSS %it Ii a1pproalchles si Ii Iuiar t o t hose of Iuresi< ;ale

me IctevorolIog Ists. A g rouIip oft' r cs(c; Ir c i cr.- fromu theI N\a valI ( )cean I esear II-ch undIt

Development Activit v ( NOR) stu1IdIed t ie potentl~ 11ut use (t a: satllte-based *fea-



surface altimeter in a series of OSS-Es with a numerical model covering the Gulf of

Mexico (tfurlburt, 1986" Thompson, 1986; Kiiddle, 1986). The focus issues in their

work were: 1) inference of subsurface information from surface data, 2) spatial and

temporal sampling requirements, 3) the feasibility of rsynoptic data assimilation, and
4) evaluation of the impacts of uncertainty in the data. Both identical- and

fraternal-twin experiments were used.

4. iIMITATIONS

OSSEs are inherently complicated. There are several major steps in the process

and each involves assumptions and .uncertain ties. Kasahara (1972) pointed out that
this makes OSSE results difficult to in'erpret. For example, the peculiaiities of an

analysis system may either enhance or detract, from the apparent value of an

observing system as applied to modeling. Thiq type of problem also occurs (but to a

lesser degree) in experiments that us, real data instead of simulated data (Tracton, et

al., 1981; Atlas, et al., 1982).

Sr - 1 limitations of OSSE studies are related to ,ie dependence of the results on

the particular numerical model employed. At the ext'eme, OSSE results can be valid

only if the model is sufficiently similar to the atmosphere that it can simulate the

meteorological phenomena of interest. For example, tropical observing systems

cannot be evaluated with a GCM that lacks the forcing mechanisms for tropical
convection (Jastrow and Halem, 1970).

Given an adequate model, the limits on interpretation of -"sults depend heavily on

how the model is used in the OSSE. Identical-twin experiments are particularly

limited. Part of their problem is the compatibility issue addressed by Morel, et al.

(1971). Data simulated from a numerical model run are highly consistent with the

slow normal modes of that model. If the same model is used for an analysis/forecast,
the data should be very readily assimilated. If, on the other hand, the data come

from a system (for examp'le, the real atmosphere) with different normal modes, the

data might be poorly assimilated. Beneficial effects of the data depend on thorough

assimilation. Thus, identical-twin results may depend on an unrealistically good a
priori fit between the data and the model dynamics.

A second limitation of identical-twin experiments is that they cannot give reliable

estimates of real-world forecast errors. Analysis errors depend on many factors,

including the quality of the observing system, but the growth of those errors during

an identical-twin forecast run depends only on the predictability of the model

-8-



atmosphere (Williamson, 1973). By predictability, we mean the tendency for two
nearly-identical initial states of a model to yield very different forecasts after a long
integration. In reality the forecast error grows due to model imperfections as well as

predictability limits.

Fraternal-twin experiments can account to some degree for the ilnperfecLions of
forecast models relative to the real atmosphere. However, even this experime-'tal
design has limitations since the atmosphere is more different from a model than any
two models are from each other. Forecast errors are likely to be underestimated since
there is much in common among the ways models parameterize the physics of the
atmosphere (Jastrow and Halem, 1973).

To evaluate an observing system by simulation, the error characteristics of the
observational data must be accurately represented. Unrealistic methods have been
used in most OSSEs to introduce error to observations of the reference atmosphere.
The conventional approach is to add random and/or systematic errors to the
reference data according to the expected behavior of the observing instrument. This
works poorly when the observations are from remote sensors. In satellite-based
temperature soundings, for example, the vertical and horizontal structure of errors in
retrieved temperatures depends on many meteorological factors and on the retrieval
algorithm. For remote sensors it is more realistic to go through the intermediate
steps of simulating the observed data (for example, radiances) from the history of the
refercnee atmosphere and then retrieving the meteorological data (for example,
temperatures). Atlas, t at. (1984) described in detail how this can be done. This
method also has limitations, however, because radiance simulation requires detailed
information about cloudiness more detailed than forecast models can provide
directly. Inierences and assumptions are needed.

The several steps in conducting an OSSE require a large amount of computer time,
even for relatively simple experimental designs. Therefore, researchers typically rely
on a single analysis/forecast for each treatment in their experiments. This approach
yields less reliable results than repeated analysis/forecasts with different
meteorological conditions (Arnold and Dey, 1986), which allows for computing
ensemble statistics. This issue may be particularly important for mesoscale OSSEs
because a relatively narrow range of meteorological conditions can occur withitl the
time and space limits of a single mesoscale analysis/forecast.
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5. PROSPECTS

Despite the limitations of OSSEs, they are a useful means to evaluate current and
proposed observing systems and analysis methods. In many instances there is no

better alternative. One issue to be considered, however, is the cost of OSSEs in terms
of human and computer time. If the purpose is to determine whether to install a

proposed observing system, and an OSSE would cost more than the system, then it
would be best to skip the OSSE and go ahead with installation (Arnold and Dey,

1986).

When an OSSE is worth the cost, researchers must design the experiments
carefully and exercise great restraint in interpreting their results. The OSSE's design

must be logically related to its purpose and objectives, and all these aspects of the
experiments are constrained by the limitations inherent to OSSEs. For example, if a

satellite-based wind-sensing lidar is being planned, one conceivable purpose for an

OSSE is to learn the accuracy of forecasts that would result from using the lidar data
in a state-of-the-art forecast model. This r)urpose is unrealistic given the limitations
of OSSEs discussed earlier. Furthermore, the fraternal-twin approach is not an

available design option for evaluating state-of-the-art models. A more realistic
purpose would be to determine whether it is likely that lidar data would have a
significant beneficial effect on forecasts. In addition, OSSEs can be very useful for
intercomparing forecasts made with varying amounts and qualities of lidar data.

It is possible to draw valid conclusions about an observing system only if the

observed data are realistically simulated. For remote sensors it will generally be

necessary to make retrieval of meteorological parameter values a part of the OSSE
procedure. Once meteorological data are simulated at the observation sites, a

realistic method must be used to interpolate the data to the model grid.

The horizontal and vertical resolutions of the model must be compatible with the
observing system being evaluated. If the resolvable scales of the model are broader

thap. those of the observing system, then some information may be wasted and the

OSSE will not be a fair test of the system's value. The resolution must also be

sufficient to simulate the relevant meteorological phenomena.

Experimental designs generally should be fraternal-twin rather than identical-twin,
so that the results can be interpreted most broadly. The relative simplicity of
identical-twin experiments make them preferable in some situations, such as initial
testing of an analysis technique (for example, Gal-Chen, et al., 1986). When the

analysis/forecast model can be considered perfect the OSSE results are relatively easy
to interpret; there are fewer possible sources for any errors in the analysis. If a

method shows promise in an identical-twin experiment, then fraternal-twin and/or

real-data experiments should be employed to further evaluate the method.
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Most OSSE designs have relied on simple, objective measures, such as root-mean-
square errors, for evaluation of analysis/forecast results. This is understandable
given the large quantities of data involved. Interpretations of statistics such as these
should include tests of significance (Arnold and Dey, 1986). Whenever possible, it is
a,,vantageous to make subjective evaluations also, which may bring to light
meteorologically significant features of the results that could be hidden in simple
statistics. It is also helpful at times to stratify the results (by latitude, for example) to
highlight the effect of the observing system on a particular region or under a limited
set of meteorological conditions.

There is reason to believe that future meteorological research will include many
OSSEs. There has recently been strong interest in using new, remotely-sensed data in
numerical models, and in combining datasets from different sources within the
context of a model grid. Certainly modeling applications will be a major
consideration for future observing systems. In this regard, one major limitation of
OSSEs, model dependence, is becoming less acute. The models available to
researchers are growing in number, sophistication, and variety, and the growth of
computer power makes it possible to increase the realism of many parts of the OSSE
process.
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